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Abstract

The expected return to equity – typically measured as a historical average – is a key variable in the decision making of investors. A recent literature uses analysts’ forecasts, investor surveys or present-value relationships and finds estimates of expected returns that are sometimes much lower than historical averages. This study extends the present-value approach to a dynamic optimizing framework. Given a model that captures this relationship, one can use data on dividends, earnings and valuations to infer the model-implied expected return. Using this method, the estimated expected real return to equity ranges from 4.9% to 5.6%. Furthermore, the analysis indicates that expected returns have declined by about 3 percentage points over the past 40 years. These results indicate that future returns to equity may be lower than past realized returns.
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1. Introduction

The expected return to the aggregate stock market is a key variable in the decisions of both individual investors and corporations, as emphasized by Merton (1980). A sample average of realized returns provides the simplest, and most widely used, estimate of expected returns. However, future returns may differ from past values. A recent literature examines this possibility by constructing forward-looking measures of expected returns based on analysts’ forecasts, investor surveys or a present-value relationship linking dividends to valuations.2

Analysts’ forecasts and investor surveys have their own limitations. Easton and Sommers (2007) argue that analysts’ forecasts have an upward bias that can significantly affect estimates of expected returns based on their forecasts. Findings from surveys capture the views of only one segment of the market and, in addition, survey-based methods can suffer from many statistical biases (see Foreman, 1991).

Using a present-value relationship avoids the above problems with analysts’ forecasts or investor surveys. The present-value approach uses data on dividend yields and dividends (or earnings yields and earnings) and computes expected returns based on the static Gordon growth model for dividends (see Gordon, 1959). However, there exists a much richer relationship between dividends and valuations than given by the present-value relationship. Specifically, dividends and valuations are related through a dynamic optimizing model. The key insight of this study is that given such a model, one could use data on the dividends, earnings, investment and valuations of the US stock market to estimate the model parameters and thereby
infer the expected return to equity. This idea differs from the approach in the broader equity premium literature, which fits models to data on fundamentals and asset returns to draw inference on the models. Instead, the novel approach in this study fits a model to data on fundamentals only, and uses the estimates to draw inference on asset returns.

There are many benefits to taking a model-based approach to estimating expected returns. Such an approach avoids potential biases associated with analysts’ forecasts. The estimation uses data for the aggregate market, thus taking into account the expectations of all market participants as opposed to only analysts or survey participants. The model features productivity shocks, earnings dynamics and the endogeneity of dividends, all of which are absent from the Gordon growth model. The model also incorporates a time-varying pricing kernel that places a greater valuation on dividend payouts in recessions. The estimation simultaneously includes data on dividends, earnings, investment and valuations, thereby incorporating more information than that used by the present-value approach. On the other hand, a model-based approach is necessarily predicated on a particular model of equity values. As such, I investigate the robustness of the findings to some changes to the underlying model.

The model underlying the estimation is a variant of the standard production-based asset pricing model employed by Cochrane (1991), Cochrane (1996), Jermann (1998), Gomes et al. (2003), Kogan (2004), Zhang (2005), Gomes et al. (2006), Liu et al. (2009), Jermann (2011) and others. The model prices an aggregate equity claim, compared to the per-share claim typically priced in the literature. One deviation from the standard model is to incorporate decreasing returns to scale in the profit function, reflecting firm markups. This feature enables a more general treatment of profits than in a constant returns to scale framework. It also leads firms to vary their optimal scale following persistent shocks to productivity and helps provide an additional source of value compared to models that take dividends as exogenous.

I estimate the parameters of the model using data on a US representative firm constructed by aggregating firm level data from the CRSP/Compustat merged data set. I perform the analysis on two samples: the first uses annual data from 1966 to 2009; the second uses quarterly data from 1984:Q1 to 2009:Q4. Data availability on stockholders’ equity and dividends constrain the start dates of the two samples, respectively. Both samples exclude financial firms and regulated utilities.

The parameter estimates from the annual data imply a mean expected annual real return to equity of about 4.9%–5.6% over the period from 1966 to 2009. These estimates are within the range of values for expected returns obtained by Blanchard (1993), Fama and French (2002), and Graham and Harvey (2005). The findings also support the decision in the limited participation literature to use a lower return to equity than would be indicated by historical returns (see Gomes and Michaelides, 2005; Polkovnichenko, 2007).

Separating the sample into two periods, I find that average expected returns to equity decline sharply from about 6.6% in the period from 1966 to 1987 to about 3.7% in the period from 1988 to 2009. This decline reflects the fact that while earnings and dividends are lower in the latter periods, valuations are higher. The model reconciles this apparent discrepancy with a lower expected return, which raises valuations by lowering the discount rate applied to future dividends. Repeating the estimation using the quarterly data from 1984:Q1 to 2009:Q4 generates an average real return to equity of 3.6%, similar to that obtained using the annual data from 1988 to 2009. This finding is also consistent with the theoretical models of Lettau et al. (2008) and Cogley and Sargent (2008), which emphasize a potential reduction of risk in the economy.

The model performs fairly well on a range of diagnostic tests. Comparing moments not used in the estimation with the corresponding data reveal that the model generates similar properties for the value-to-dividend ratio as the data. The standard deviation of returns implied by the estimates ranges from 7.0% to 11.6%, compared to about 18.3% in the data. The model also fares well on an external validation test, with the model-implied consumption series having similar moments as the actual data. In addition, one could use the parameter estimates and data on earnings to generate a model-implied conditional expected return series. Consistent with economic intuition, this series is countercyclical, with annual expected returns around 8% or higher in recessions. In comparison, the conditional expected return series reported in the literature exhibits less volatility (see Campbell and Thompson, 2008; Rapach et al., 2010).

One limitation of the model is that it also generates a relatively high risk-free rate. As I argue later, this reflects the fact that standard production-based models cannot generate risk-free rates much below the economic growth rate. Thus, the approach used in the study cannot be used to provide an estimate of the equity premium. However, this does not invalidate using the model to estimate the expected real return to equity.

The findings have sharp implications for the investment decisions of investors. Current asset allocation advice is mostly based on properties of historical returns. A lower expected return to equity implies that individuals need to save more to fund retirement expenses. They may also need to reduce their allocation to equities in their portfolios. A lower expected return also impacts the actuarial calculation of pension funds and insurance firms, who base their decisions on annual expected nominal returns around 8%. In particular, it would further exacerbate the under-funding problems of state pension funds, as discussed by Novy-Marx and Rauh (2009).

This study is organized as follows. Section 2 presents the model relating earnings, dividends, and valuations. Section 3 discusses the data and the identification of the model parameters. Section 4 presents the results. Section 5 examines other implications of the model and Section 6 concludes.

---

3 Bansal and Yaron (2007) emphasize this distinction and compare the implications of pricing an aggregate equity claim versus a per-share claim. Larrain and Yogo (2008) examine the present-value relationship between asset prices and payouts using data on the aggregate stock market.

4 The estimated expected returns are higher than the estimates of Claus and Thomas (2001).
2. Model

Consider an economy with a representative agent that provides a fixed supply of labor, $L$, at a wage rate, $w_t$, determined by market clearing conditions in the labor market. The economy consists of otherwise identical firms that produce differentiated goods $y_{jt}$, where $j$ indexes each good. The differentiated goods are combined to form an aggregate good, $Y_t$, using the Dixit–Stiglitz aggregator (see Dixit and Stiglitz, 1977) with inverse elasticity of substitution, $\nu$.

$$Y_t = \left( \int y_{jt}^{1-\nu} \, dj \right)^{1/(1-\nu)}.$$  

Let $p_{jt}$ denote the price of the $j$th good. The aggregate price index is given by

$$P_t = \left( \int p_{jt}^{(1-\nu)/\nu} \, dj \right)^{\nu/(\nu-1)}.$$  

Given this specification, one can derive the following demand function for each good:

$$p_{jt} = y_{jt}^{\nu} Y_t^\nu P_t.$$  

(1)

For simplicity, we subsequently normalize the aggregate price index $P_t$ to be equal to 1, so that valuations and profits are in real terms.

2.1. Firm profits, dividends, and value

Each firm uses assets, $k_{jt}$, and labor, $l_{jt}$, to produce output. Let $X_t$ denote the aggregate level of labor augmenting technology and $w_t$ denote trend deviations of aggregate productivity. The output of each firm is given by

$$y_{jt} = \nu t K_{jt}^\alpha (X_t l_{jt})^{1-\alpha},$$  

(2)

where $\alpha$ denotes the elasticity of output with respect to assets. The profits of each firm are given by maximizing with respect to the labor input,

$$\pi_{jt} = \max_{l_{jt}} p_{jt} y_{jt} - w_t l_{jt}. $$  

(3)

Using the equations for the price and output of each firm given in (1) and (2), Appendix A solves for the optimal labor choice and derives the following expression for the profits of each firm as a function of its assets and aggregate conditions:

$$\pi_{jt} = a \nu t K_{jt}^\alpha (X_t l_{jt})^{1-\alpha} \nu t^{\nu/(1-\alpha)} (1-\alpha)/(1-\alpha(1-\alpha)), $$  

(4)

where $a$ is a constant term. The wage $w_t$ will be set such that the labor market clears, i.e., $\int l_{jt} dj = L$, where the labor demand is given in (A.4).

Each firm is financed through debt and equity. Denote the level of debt by $b_{jt}$. Following much of the literature, the book leverage is assumed to be a constant, $\phi$, implying that the level of debt $b_{jt} = \phi k_{jt}$. This debt is assumed to be riskless with an interest rate $r$. In unreported results, I examine the effect of allowing the interest rate to vary with aggregate conditions and find that this has very little effect on the estimates.

Each firm funds physical investment, $i_{jt}$, from its cash flow. The asset accumulation equation is given by

$$k_{jt+1} = k_{jt} (1-\delta) + i_{jt}, $$

where $\delta$ equals the depreciation rate. Each firm also faces a quadratic adjustment cost of investment given by $\lambda_{jt}^2 / 2 k_{jt}$, as in Hayashi (1982). Firms do not face any additional costs of disinvestment as in Abel and Eberly (1996).

Each firm uses its cash flow to fund investment, pay interest to creditors, pay taxes to the government, and pay dividends to shareholders. The taxes are paid on profits net of depreciation and interest expenses, as in the US tax code. I consider a linear tax code with a tax rate, $\tau$. Firms also face a fixed cost of operations $f_t = X_t f$ each period. The scaling with aggregate technology ensures that the fixed costs do not vanish over time. Given these assumptions, the dividend payout of the firm, $d_{jt}$, is given by

$$d_{jt} = (\pi_{jt} - f_t)(1-\tau) - b_{jt}(1 + r(1-\tau)) + b_{jt+1} + \delta b_{jt} \tau - i_{jt} - \lambda_{jt}^2 / 2 k_{jt}. $$  

(5)

Let $M_{jt+1}$ denote the pricing kernel of the economy, which we will parametrize subsequently. The value of each firm, $v(k_{jt}, X_t, \psi_t)$, can be expressed as the solution to the following Bellman equation:

$$v(k_{jt}, X_t, \psi_t) = \max_{k_{jt+1}, l_{jt+1}} d_{jt} + E[M_{jt+1} v(k_{jt+1}, X_{t+1}, \psi_{t+1})],$$

$$k_{jt+1} = k_{jt} (1-\delta) + l_{jt}, $$

$$X_{t+1} = X_t (1+\gamma), $$

(6)

where $\gamma$ denotes the growth rate of aggregate technology and the expression for dividends is given above in (5).
In effect, each firm chooses the optimal dividend and investment policies to maximize firm value. The value of the firm depends on the endogenous dividend process, which itself is influenced by the pricing kernel, $M_{t+1}$. For instance, an increase in expected returns will lower the average pricing kernel, leading to both an increase in dividends and a decrease in firm value.

2.2. Aggregate firm value

As all the firms are otherwise identical and face only aggregate shocks, they will use the same inputs for $k_t$ and $l_t$. Further, they will have the same investment and dividend policies. As such, one can rewrite the model in terms of aggregate variables. Let $K_t$, $Π_t$, $B_t$, $I_t$, $D_t$, $V_t$ denote aggregate assets, profits, debt, investment, dividends and firm value, respectively. Then, aggregate profits can be written as

$$Π_t = A_0 τ^\alpha_0 X_t^{γ_0} K_t^{ν_0},$$

where $A_0$ is another constant that incorporates integration constants. We can simplify the above expression by noting that the exponents of $K_t$ and $X_t$ sum to one. Let $θ = (α(1−ν)/1−(1−α)(1−ν))$ be the exponent on $K_t$. Then, some algebra yields that the exponent on $X_t$ equals $1−θ$. In addition, simplify further by renormalizing the trend deviation of productivity term, $ψ$, such that $z_t = ψ_t^\frac{1−θ}{1−(1−α)(1−ν)}$. Thus, one can write aggregate profits as

$$Π_t = A_0 τ^\alpha_0 X_t^{1−θ} K_t^θ.$$

(7)

One important point to note here is that the exponent $θ$ on $K_t$ is not equal to $α$. Instead, $θ$ is a function of both the asset share, $α$, and the inverse elasticity of substitution across goods, $ν$.

Using a similar aggregation argument, aggregate dividends are given by the following:

$$D_t = Π_t(1−τ)−fX_t(1−τ)−B_t(1+r(1−τ))+B_{t+1}+δK_t τ−I_t−\frac{J_t^2}{2K_t}.$$

(8)

The value function for the aggregate firm is then given by

$$V(K_t, X_t, z_t) = \max_{K_{t+1}, R_{t+1}, l_t} D_t + E[M_{t+1}V(K_{t+1}, X_{t+1}, z_{t+1})].$$

(9)

where dividends are given in (8).

The assumption of differentiated products with a Dixit–Stiglitz aggregator implies that the value function for the aggregate firm exhibits decreasing returns to scale in $K_t$. This departs from standard models that assume constant returns to scale in $K_t$. In addition to the empirical evidence in favor of downward sloping demand curves for firms’ profits, this departure is helpful in the context of this study. It implies that firms will change their optimal scale following productivity shocks. This optimal response acts as an added source of firm value that would be absent otherwise. In addition, a constant returns to scale specification implies that valuation ratios are mainly driven by investment adjustment costs, an unappealing restriction for understanding variation in valuations. A decreasing returns to scale specification also gives the model additional flexibility in matching the averages of earnings and valuations, which can be challenging for constant returns to scale models. As I estimate $θ$, the degree of decreasing returns to scale required to best fit the data becomes a question to be resolved by the estimation.

2.3. Parametrization of the pricing kernel

The productivity term, $z_t$, measures deviations from trend growth levels and is assumed to follow an auto-regressive process with

$$\log(z_{t+1}) = ρ \log(z_t) + ε_t, \quad ε_t \sim N(0, σ),$$

(10)

where $ε_t$ denotes shocks to aggregate productivity.

I parametrize the log pricing kernel as a log-linear function of current and future aggregate productivity

$$\log(\Pi_{t+1}) = -(1+b_0) \log(1+γ)−b_1(\log(z_{t+1})−\log(z_t))−b_2 \log(z_t).$$

(11)

The above parametrization is similar to the ones employed by Berk et al. (1999) and Zhang (2005). This specification enables one to capture relevant features of pricing kernels in a parsimonious manner. The $b_1$ term captures the impact of changes in aggregate conditions on the pricing kernel. For instance, a negative value for $b_1$ implies that the agent places low valuations on transitions from high to low aggregate productivity. In addition, $b_2$ enables average expected returns to vary across

5 Bilbiie et al. (2012) examine business cycle fluctuations in a similar setting with symmetric firms producing heterogenous goods.
6 While a CRS specification may be more suited for understanding variation in labor and output, the objective of this study is to understand variation in profits and valuations.
current productivity states. These are economically meaningful features of the pricing kernel that also arise in consumption-based models. The above specification also nests a constant discount rate when \( b_1 = b_2 = 0 \). Note that as the long-run growth rate of the economy, \( \gamma \), will be fixed in the estimation, the presence of the \( \log(1 + \gamma) \) term in the constant term merely functions to rescale \( b_0 \).\(^7\) Eliminating the \( \log(1 + \gamma) \) term would have no effect on the results other than to change the estimate of \( b_0 \).

2.4. Mapping the model to a stationary economy

The value function given in Eq. (9) incorporates \( X_t \), the trend productivity term. In order to simulate and estimate the model, the value function needs to be detrended into a stationary form. Denote the detrended variables using tildes. Thus

\[
\begin{align*}
\tilde{K}_t &= \frac{K_t}{X_t}, \quad \tilde{I}_t = \frac{I_t}{X_t}, \quad \tilde{R}_t = \frac{R_t}{X_t}, \quad \tilde{B}_t = \frac{B_t}{X_t}, \quad \tilde{D}_t = \frac{D_t}{X_t}
\end{align*}
\]

and

\[
\tilde{V}(\tilde{K}_t, \tilde{z}_t) = \frac{V(K_t, X_t, z_t)}{X_t}.
\]

It is fairly straightforward to derive that the detrended value of the firm is given by the following Bellman equation:

\[
\tilde{V}(\tilde{K}_t, \tilde{z}_t) = \max_{\tilde{K}_{t+1}, \tilde{B}_{t+1}, \tilde{I}_{t+1}} \tilde{D}_{t+1} + \mathbb{E}[\tilde{M}_{t+1}(1 + \gamma)\tilde{V}(\tilde{K}_{t+1}, \tilde{z}_{t+1})]
\]

\[
\tilde{D}_{t+1} = \tilde{R}_{t+1} - \tilde{F}(1-r(1-\tau))\tilde{B}_{t+1}(1 + r(1-\tau)) + \tilde{B}_{t+1}(1 + \gamma) + \delta \tilde{K}_{t+1} - \tilde{I}_{t+1} - \frac{\tilde{M}_{t+1}^2}{2\tilde{K}_{t+1}}.
\]

\[(1 + \gamma)\tilde{K}_{t+1} = \tilde{K}_t(1-\delta) + \tilde{I}_t. \tag{12}\]

Observe that the terms involving \( t + 1 \) are now multiplied by \( (1 + \gamma) \). This arises due to the fact that when detrending \( t + 1 \) variables by \( X_0 \), one needs to include a \( X_{t+1}/X_t = 1 + \gamma \) term.

More importantly, this implies that the transformation of the economy into a stationary form involves an adjustment in the pricing kernel to take into account economic growth. In the absence of this adjustment, one would derive incorrect valuation ratios for a given set of parameter values. The intuition for this result is that observed data on valuations incorporate a component for economic growth. As such, when attempting to understand the relationship between earnings, dividends and valuations using a stationary model, one needs to incorporate the adjustment for growth. This adjustment for economic growth also implies that the model cannot generate low risk-free rates below the economic growth rate as it would violate the contraction mapping necessary for convergence.

3. Data and estimation

I employ the above model given in (12) to provide an estimate of the expected real return to equity. Fundamentally, data on income accruing to shareholders, dividends, investment and firm value can be used to estimate the structural parameters of the model. The expected return to equity can then be derived from the estimated parameters for the pricing kernel. The intuition behind the estimation is that the expected return maps dividends onto valuations. Therefore, given data, one can infer the expected return.

This analysis provides an alternate perspective on the expected real return to equity that may differ from historical averages. While the hypothesis that future returns should simply reflect past returns is a compelling null hypothesis, there are robust arguments to the contrary. Cogley and Sargent (2008) argue that the Great Depression led to an increase in the market price of risk that has slowly dissipated over time. Lettau et al. (2008) argue that declining macroeconomic risk has led to a decline in the expected equity premium. These arguments motivate using the above model to provide a forward looking estimate of the expected return to equity.

That said, the recent recession may have resulted in a reexamination of the riskiness of equities with an associated change in expected returns. Unfortunately, the approach in this study cannot examine this question without data on a sufficient number of periods following the recession. However, much of the recent market turmoil was driven mainly by financial firms, and it is not necessarily given that this turmoil would have affected expected returns to nonfinancial firms, the focus of this study. These firms exhibit a quick rebound in earnings from 2009:Q2 onwards.

3.1. Data

The data for the estimation are obtained from the CRSP/Compustat merged data set. I estimate the model on both an annual data set and a quarterly data set. The sample periods for the annual and quarterly data sets extend from 1966 to 2009.

\(^7\) This particular specification helps the estimation by ensuring that the model converges for all values of \( b_0 \).
and 1984:Q1 to 2009:Q4, respectively. The use of the quarterly data functions as a robustness check for the estimations with the annual data, particularly when the model is estimated annually over split samples. The start dates are determined by the availability of data on shareholders equity and dividends for the annual and quarterly data sets, respectively. The sample excludes financial firms and regulated utilities as the model would not be appropriate to use for such firms. The data sets for the representative firm are constructed by aggregating firm level data on total assets, capital expenditures, common dividends, income accruing to shareholders, total liabilities, corporate taxes and the book and market values of equity from the respective samples. Any firm with missing values for the market value of equity is excluded from the aggregation.

An alternative data set that could be used for such an estimation is the corporate sector income statement and balance sheet from the US Flow of Funds accounts. However, the Flow of Funds data have one limitation that makes them less attractive for the purpose of this study. The Flow of Funds data are designed on a territorial basis—that is, only designed to reflect the US operations of firms—and indeed reports fixed assets for all firms and financial assets for manufacturing firms on this basis using Census data. Due to data limitations, it reports financial assets for non-manufacturing firms on a consolidated basis using IRS data, which includes financial assets held abroad. As such, the Flow of Funds data do not provide the necessary like-for-like measure of the moments necessary for the estimation. Further, this gap in the data has likely widened over time as US corporations have become increasingly global.

Table 1 reports the summary statistics of interest for the aggregate firm: Panels A and B, respectively, report values at annual and quarterly frequencies. All variables except the market-to-book ratio, leverage and interest expenses are constructed after scaling by lagged total assets. The market-to-book ratio equals the market value of common equity divided by book equity. The mean value of earnings, measured as income accruing to shareholders, indicates that the aggregate earnings of firms are noticeably higher over the annual data period than over the quarterly data period. Aggregate dividends exhibit a similar pattern. In contrast, the aggregate valuation of firms is lower over the annual data period than over the quarterly data period.

Fig. 1 plots the time series of earnings and valuations of the aggregate firm. This confirms the observation that, over time, the aggregate earnings of the selected firms have declined while their aggregate valuation has increased. Further, this effect does not arise from any particular outliers. While the previous literature has noted the increase in valuations over time, the finding of a decline in earnings has not been highlighted before, to the best of my knowledge. One could reconcile higher valuations with lower earnings and dividends with a lower expected return, which, ceteris paribus, increases firm value by lowering the discount rate applied to future cash flows. The subsequent estimation examines this possibility more formally.

### 3.2. Calibrated parameters

The above model includes many auxiliary parameters, such as the corporate tax rate. One approach would be to include relevant information and estimate all of these parameters. Another approach would be to calibrate some of the model parameters to match the data, and estimate the rest. I take the second approach, which has the benefit of focusing the estimation on the parameters of interest, thereby improving the identification.

In the calibration, the depreciation rate, \( \delta \), is set equal to the mean ratio of aggregate depreciation to total assets over time. This ensures that the depreciation rate in the simulations matches that in the data. In a similar vein, the interest rate, \( r \),...
equals the mean ratio of interest payable to total liabilities observed in the data. The linear tax rate equals mean aggregate taxes to taxable income. The calibrated tax rate, $\tau$, equals 40.2%, close to the federal tax rate of 35% plus the average state tax rate of 4%. The leverage level, $\phi$, is set to match the ratio of total liabilities to total assets. Finally, the fixed cost of operations, $f$, is set to match the observed ratio of selling, general and administration expenses to total assets.

The economic growth rate used in the estimation, $\gamma$, equals 1.99%, the per capita consumption growth rate over the sample period. The quarterly estimates assume a quarterly growth rate of 0.5%.

### 3.3. Estimation details

The remaining parameters of the model are estimated using the simulated method of moments (SMM) method introduced by Lee and Ingram (1991) and Duffie and Singleton (1993). As detailed in Appendix A.3, for each parameter vector, the value function given in Eq. (12) is solved numerically and the solution is used to generate a set of simulated moments. The program then searches for the parameter vector that minimizes a quadratic form of the distance between the simulated moments and the data moments.

The estimation is carried out using a one-step GMM estimator, with the optimal weighting matrix given by the inverse of the covariance matrix of the data moments. For robustness, I examine the effect of using a two-step GMM estimator, where the weighting matrix for the second step is derived using the first step estimate. The two-step estimation leads to similar results as the one-step estimation.

---

11 Other studies that use this estimation method include Hennessy and Whited (2005), Cooper and Haltiwanger (2006), Hennessy and Whited (2007), Eberly et al. (2008), Kogan et al. (2009), and Bloom (2009).

12 Comparing the one-step and two-step estimators reveals that the first stage of the two-step estimator, which uses an identity weight matrix, matches each individual moment more closely than either the second stage of the two-step estimator or the one-step estimator, both of which use...
3.4. Identification of model parameters

The matched moments include selected means, variances, autocorrelations and regression coefficients. Given the black box nature of the estimation, it is helpful to provide some intuition as to which moment helps identify which parameter.

The average earnings level helps pin down the curvature of the profit function, \( \theta \). This reflects the link between \( \theta \) and the markup charged by the firm. The autocorrelation of dividends and earnings helps pin down the autocorrelation parameter, \( \rho \). Similarly, the variances of earnings and earnings differences inform the volatility of the productivity shock process, \( \sigma \). Due to the curvature of the value function, the volatility of the productivity measure also influences the mean market-to-book ratio. The mean dividend level helps pin down the adjustment cost parameter, \( \lambda \). The resource constraint for the firm implies that dividends equals earnings minus the cost of investment. Given levels of earnings and investment, an increase in adjustment costs lowers the dividend payout.

Once the model has pinned down the above parameters, the average market-to-book ratio helps pin down the mean pricing kernel. Effectively, given earnings and dividends, a lower market-to-book ratio requires a lower mean pricing kernel. Finally, the expected return to equity equals the average realized return obtained from simulating the model given the estimated parameter values. The expected return is reported after transforming back into the economy with trend growth, so as to be comparable with data on real returns.

Although the above discussion focuses on selected mappings between the moments and the parameters, the estimation employs data on all the moments to pin down all the parameters. In the model simulations, a parameter change will directly or indirectly affect all the moments. For example, an increase in \( \rho \) leads to a higher average market-to-book ratio, in addition to its direct effect on the autocorrelation moments.

4. Results

This section presents the results from the estimation. The first subsection estimates the model using annual data from 1966 to 2009. The next two subsections, respectively, estimate the model on the annual data split into two subperiods and on quarterly data from 1984 onwards. This analysis helps examine whether average expected returns have changed over time. The last subsection examines an extension of the model that incorporates long-run changes in economic growth, motivated by the long-run risks literature (see Bansal and Yaron, 2004).

4.1. Annual data

Panel A of Table 2 presents the parameter estimates from estimating the model on annual data from 1966 to 2009. The expected mean return to equity from the estimation equals 4.9%, lower than the long-run historical average real return of 6.5% used in the literature. The estimates indicate that the expected return to equity is lower than historical values, consistent with the findings of Fama and French (2002), Siegel (1999), Blanchard (1993), Claus and Thomas (2001), and Jagannathan et al. (2001). This suggests that historical realized returns may be higher than expected returns in the future. This could be due to either decreasing macroeconomic risk (see Lettau et al., 2008), decreased market price of risk (see Cogley and Sargent, 2008) or changes in taxes (see McGrattan and Prescott, 2005).

The intuition for the estimate is that it equals the expected return at which data on earnings, dividends, and associated growth options are best reconciled with data on valuations. A higher expected return would lower the discounted present value of future dividend streams, resulting in a smaller aggregate market-to-book ratio. The precision of the estimate arises from the sensitivity of the model to changes in the expected return. Thus, the method employed in the study helps filter some of the noise in observed returns.

The point estimate for \( \theta \) indicates significant curvature of the profit function. The estimates for \( \rho \) and \( \sigma \) are mainly determined by the data on the earnings process, while the estimate for \( \lambda \) enables the model to match the data on dividends. Note that the investment adjustment cost is the only friction in the model, and the estimate reflects the gap between earnings, dividends and investment observed in the data.

Panel B of Table 2 presents the moments used in the estimation. The model moments are constructed using the parameter values reported in Panel A. The model successfully matches the first moments of earnings, dividends and the market-to-book ratio in the data. However, the model fails to match the average earnings to value ratio in the data, indicating that data exhibit a somewhat weaker relationship between firm value and earnings than in the model.\(^{14}\)

\(^{13}\) The estimate for \( \theta \) is very close to the value of 0.57 obtained by setting \( \alpha = 1/3 \) and \( \nu = 1/5 \) into the definition of \( \theta \). This suggests that the \( \theta \) estimate is consistent with accepted values of \( \alpha \) and \( \nu \).

\(^{14}\) The \( \chi^2 \)-statistic for a formal over-identification test of the model equals 60.6, indicating rejection of the model. This is a common occurrence with SMM. For example, the SMM estimations in seminal studies such as Cooper and Haltiwanger (2006) and Bloom (2009) also yield \( \chi^2 \)-statistics that imply rejection. The reason for this is that the moments used in SMM are typically identified very precisely in the data, and models cannot match these moments with the precision necessary to generate low \( \chi^2 \)-statistics.
The model matches the volatility of earnings differences, but not earnings themselves. This reflects the fact that, given a single shock process, the model has difficulty matching multiple variances. The model matches the persistence of earnings and dividends, with dividends being smoother than earnings, as in the data. Further, the model generates a similar relationship between dividends and earnings as in the data, but fails to generate the relationship between investment and earnings in the data. The model finds investment to be sensitive to current earnings, while investment responds more to lagged earnings in the data, perhaps reflecting lead times associated with planning investment projects.

### 4.2. Annual data—split sample

Estimating the model after separating the sample into two periods enables one to examine whether the expected real return to equity has declined further over time. Table 3 presents the results from estimating the model after splitting the annual sample at its midpoint, 1987. Panel A reports the parameter estimates from the two samples, and Panel B reports the matched moments.

The split sample results provide clear evidence of a decline in the expected real return to equity, which declines from 6.6% in the 22 years from 1966 to 1987 to 3.7% from 1988 to 2009. This decline is both economically and statistically significant. This indicates that the decline in average earnings and the increase in valuations documented in Table 1 and Fig. 1 translate to a noticeable decline in the expected return to equity.

One criticism that the reader may pose is whether the lower estimated expected returns reflect an inability of the model to generate high returns to equity. However, note that the estimated expected return for the period from 1966 to 1987 is similar to the long-run historical average. This indicates that the model can generate high real returns to equity, and the lower estimates for the overall sample (and the latter sample period) are not an artifact of the model, but instead an estimate that reflects the data over these periods.

The gap between the estimated expected return to equity and realized returns may reflect a structural break in the economy or a slow moving change in expected returns. Lettau et al. (2008) argue that the decline in equity premium arose from a reduction in macroeconomic volatility. Cogliano and Sargent (2008) attribute the decline in the equity premium to

---

15 For instance, the model also fails to match the observed volatility of the market-to-book ratio in the data. However, adding the volatility of the market-to-book ratio as a matched moment has little effect on the parameter estimates, as the covariance matrix used to weight the moments gives it little weight.

16 See Pastor and Stambaugh (2001) and Kim et al. (2005) for a Bayesian approach to structural breaks in equity returns. Lettau and Nieuwerburgh (2008) provide evidence of a structural break in the price-dividend ratio at about the same time.
slow moving changes in the market price of risk following the Great Depression. Bansal and Yaron (2004) argue that slow moving changes in consumption growth drive asset prices. Garleanu et al. (2012) present a model in which technological change drives slow moving changes in expected returns over long horizons. Increased participation in the stock market may also lower the expected returns to equity. In contrast, Pastor and Veronesi (2009) provide an alternate view that the increase in equity values was a temporary phenomenon associated with the introduction and adoption of the internet. In a related study, Pastor and Veronesi (2006) argue that the high observed valuations for the NASDAQ could be rationalized given uncertainty about future profitability. Ritter and Warr (2002) argue that the bull market in the 1990s may have been partly due to a decrease in inflation. While the results in this study cannot distinguish between these explanations, they suggest that investors should not simply rely on historical returns to equity when forming portfolio and savings choices.

Table 3
Annual data — split sample.
Panel A reports the parameters values obtained from estimating the model on the aggregate firm for two annual sub-samples. Panel B reports the corresponding moment values from the data and the model. The data moments are obtained using data on the aggregate firm constructed by summing the variables across all firms in a given year. Earnings, dividends and investment are all reported as percentages. The sub-sample periods are from 1966 to 1987 and 1988 to 2009, respectively. The annual economic growth rate, $\gamma$, is assumed to be 1.99%. The expected real return to equity, $E[r]$, equals the average equity return in the simulated data set constructed using the estimated parameter values. The standard error for the expected real return to equity is computed using the delta method.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Parameter</th>
<th>$\theta$</th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$\lambda$</th>
<th>$b_0$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$E[r]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966–1987 Estimate</td>
<td>0.68</td>
<td>0.71</td>
<td>0.050</td>
<td>9.10</td>
<td>1.95</td>
<td>−1.97</td>
<td>0.16</td>
<td>6.62</td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.003)</td>
<td>(0.62)</td>
<td>(0.08)</td>
<td>(0.68)</td>
<td>(0.26)</td>
<td>(0.23)</td>
<td></td>
</tr>
<tr>
<td>1988–2009 Estimate</td>
<td>0.55</td>
<td>0.66</td>
<td>0.042</td>
<td>10.22</td>
<td>0.73</td>
<td>−1.68</td>
<td>0.17</td>
<td>3.69</td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.009)</td>
<td>(0.66)</td>
<td>(0.14)</td>
<td>(2.48)</td>
<td>(0.94)</td>
<td>(0.16)</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Model</td>
<td>Data</td>
<td>Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings</td>
<td>6.22</td>
<td>6.26</td>
<td>4.61</td>
<td>5.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Market-to-book</td>
<td>1.58</td>
<td>1.62</td>
<td>2.79</td>
<td>3.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dividends</td>
<td>2.71</td>
<td>2.80</td>
<td>1.92</td>
<td>1.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings to value</td>
<td>9.12</td>
<td>8.22</td>
<td>4.94</td>
<td>3.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings</td>
<td>1.34</td>
<td>2.08</td>
<td>1.72</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings difference</td>
<td>0.83</td>
<td>1.12</td>
<td>1.11</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autocorrelation of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings</td>
<td>0.66</td>
<td>0.73</td>
<td>0.68</td>
<td>0.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dividends</td>
<td>0.81</td>
<td>0.85</td>
<td>0.76</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings difference</td>
<td>−0.03</td>
<td>−0.14</td>
<td>0.25</td>
<td>−0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression coefficient of</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment on earnings</td>
<td>0.27</td>
<td>0.54</td>
<td>−0.11</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment on lagged earnings</td>
<td>0.71</td>
<td>−0.22</td>
<td>0.38</td>
<td>−0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dividends on earnings</td>
<td>0.15</td>
<td>0.39</td>
<td>0.10</td>
<td>0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dividends on lagged earnings</td>
<td>0.20</td>
<td>0.25</td>
<td>0.11</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3

The parameter estimates from the split samples are comparable to those obtained with the full sample. The model manages to fit the chosen moments quite well over the first period. It is less successful at matching all the moments over the second period, indicating that the model has more difficulty generating the relationship between earnings, dividends and valuations observed over this period.

4.3. Quarterly data

The previous analysis suggests that expected returns to equity have declined noticeably over the past 40 years. Another way to verify this result would be to examine whether the model estimated using quarterly data, available only from 1984:Q1 onwards, generates similar results to that obtained with annual data over the later sample period. As such, this functions as a robustness check for the annual results with the split samples.

Panels A and B of Table 4 present the estimated parameter values and the matched moments, respectively, from the estimation of the model using quarterly data from 1984:Q1 to 2009:Q4. The estimated expected real return to equity equals 3.6%, similar to the estimate obtained using the annual data for the period from 1988 onwards. The finding provides further evidence of a decline in average expected returns to equity.

17 The one exception being the regression coefficients of investment on earnings and lagged earnings, where the data find a much stronger relationship for lagged earnings than for contemporaneous earnings, unlike the model.
The estimates for the other parameters are driven by the matched moments and are, for the most part, comparable to the annual estimates. The estimate for the adjustment cost parameter, $\lambda$, jumps, mainly as a result of the quadratic specification. That is, $\lambda$ has to be much higher in order to generate the same resource cost of investment with much lower average investment rates, since investment is now measured quarterly, not annually. As before, the mean expected return is fairly precisely estimated, while the model has difficulty pinning down some of the other pricing kernel parameters.

4.4. Long-run changes in economic growth

Bansal and Yaron (2004) emphasize long-run changes in consumption growth as a possible explanation for the equity premium. One could examine the effect of such long-run economic changes within the context of this study by incorporating an additional long-run growth term into the value function.

Let $x_t$ denote a long-run growth term that takes values of either $\exp(-lt)$ or $\exp(lt)$, where $lt$ denotes the deviation from trend growth. Let $p_l$ and $p_h$ denote the transition probabilities of the economy remaining in the low and high long-run growth states, respectively. The long-run growth term also impacts the pricing kernel. Denote the pricing kernel of the augmented model as

$$
\log(M_{t+1}) = -(1 + b_0) \log(1 + \gamma) - b_1 (\log(z_{t+1}) - \log(z_t)) - b_2 \log(z_t) - b_3 (\log(x_t) - \log(x_{t+1})) - b_4 (\log(x_t) - \mu_x),
$$

where $b_3, b_4$ denote the parameters associated with the long-run growth terms.

Table 5 presents the results obtained from estimating the augmented model. Panel A presents the parameters of interest, while Panel B presents the matched moments. Consistent with the long-run risks literature, this model generates a higher expected return than the baseline model. However, the estimation fails to identify any of the augmented model parameters, leading to a large standard error for the expected return.

5. Model implications

This section evaluates the model along some dimensions not used in the estimation and presents the conditional expected returns implied by the model.
5.1. Model evaluation

The model presented in this study is primarily aimed towards estimating the expected return to equity. The reader may be interested in understanding how the model fares with regards to features of the data that were not employed in the estimation.18 Such a comparison serves as an out-of-sample evaluation of the estimates.

Table 6 presents some statistics of interest obtained from the data and the model simulations. Panel A presents the results using the estimates obtained with the annual data reported in Table 2. Panel B presents the corresponding statistics using the results reported in Table 3. The data statistics are obtained from the corresponding data sets used in the estimations. The reported statistics relate to the key variables employed in the estimation: aggregate dividends, investment and market value.

The models generate an annualized equity return volatility of 7.0% to 11.6%, about half the value observed in the data. This indicates that although the model has a flexible pricing kernel, it has some difficulty generating the high equity return volatility observed in the data.

The log market value to dividend ratio from the model matches the data well with the annual estimates, but less so for the split sample periods. On the other hand, the model comes close to capturing the autocorrelation of the log market value to dividend ratio over all periods. As Bansal and Yaron (2007) find, the log value to dividend ratio exhibits less persistence than the per share price-dividend ratio.

The model matches the volatility of dividend growth over the longer period, but overshoots the data values for the two subperiods. Reflecting the mean-reverting nature of the productivity function, the model generates a small negative autocorrelation for dividend growth. However, this autocorrelation takes a small positive value in the data. Finally, the model generates a somewhat smaller correlation between dividends and investment than in the data, which is perhaps surprising given the fact that the model has a stronger relationship between investment and contemporaneous earnings than in the data.

A further external validity test of the model would be to compare the model-implied data with aggregate data from other sources. Panel C of Table 6 reports the results of comparing the model-implied consumption and investment series with the

---

18 I thank João Gomes for this suggestion.
corresponding data from the National Income and Product Accounts (NIPA). The model-implied consumption series is derived as the sum of labor income from operations, fixed costs, interest income and dividend income. The consumption series from the NIPA is obtained as consumption on nondurables and services from NIPA Table 7.1. The investment series from the NIPA is obtained as private nonresidential fixed investment from the fixed asset tables.

As the table indicates the model matches the consumption growth moments quite well. Average consumption growth matches the data by construction, as the growth rate in the model is calibrated using consumption growth data. The fact that the model matches the volatility and persistence of consumption growth is noteworthy, as neither of these moments were used at all in the estimation. In addition, the model-implied investment series also matches the data fairly well. Overall, the ability of the model to match these external data moments helps validate the model.

One dimension along with the model fails to match the data is the risk-free rate. The implied risk-free rates are always above the assumed economic growth rates. As discussed in Section 2.4, production-based models with time-separable utility functions have substantial difficulty generating low risk-free rates once one accounts for economic growth. One natural criticism that follows is whether a model that does not match the low risk-free rate is helpful for understanding equity returns. However, Weil (1989) indicates that one can think of the low risk-free rate as a distinct puzzle, separate from the equity premium puzzle. Further, Krishnamurthy and Vissing-Jorgensen (2012) argue that the low risk-free rates observed in the data partially reflect investor demand for the safety and liquidity of US Treasury bonds.

5.2. Time variation in expected returns

The previous discussion focused on the mean expected return to equity. However, the model also implies that expected returns vary with the aggregate earnings of firms.19 An examination of the model-implied conditional expected return provides another criterion for evaluating the estimates.

---

19 Chen et al. (2010) present a three-factor cross-sectional asset pricing model that employs ROA as one factor.
Fig. 2 plots the model-implied conditional expected return to equity. Panel A plots the series constructed using the estimates from the annual data reported in Table 2; Panel B plots the series constructed using the estimates from the split sample data reported in Table 3. I construct the expected return to equity for each of the earnings grid values used in the estimation. Interpolating the observed earnings data onto the conditional expected returns at these grid points generates the model-implied expected return at each data point. To offset the decline in earnings observed in Fig. 1, the expected returns using the full sample estimates are calculated after removing the difference in earnings over the two subperiods. For the split sample series using annual data, I splice together the implied expected return from the sample from 1966 to 1987 with that from the sample from 1988 to 2009.

The figure demonstrates that the model generates noticeable variation in expected returns. Consistent with economic reasoning, the model-implied conditional expected returns reach their peak values during the recessions. In comparison, studies that use predictive regressions with scaled price ratios, such as Campbell and Thompson (2008) and Wachter and Warusawitharana (2011), find that conditional expected returns vary slowly over time, reflecting the slow movement in scaled price ratios. Rapach et al. (2010) combine together predicted equity premia using regressions on scaled price ratios and economic variables and find that conditional expected returns vary with the business cycle, as shown above. The conditional expected returns shown above are more volatile than those reported in the above studies, possibly reflecting the fact that expected returns are a function of only aggregate earnings, which can vary substantially with the business cycle. That said, the model-implied conditional expected returns take mostly positive values, satisfying the non-negativity criterion emphasized by Campbell and Thompson (2008).

20 Eliminating this difference makes the conditional expected returns reported in Panels A and B comparable. Constructing this figure using the unadjusted data generates similar cyclical variation. However, since this estimate assumes that expected return are, on average, unchanged over the entire period, it shows an upward trend in conditional expected returns as a result of the decline in earnings over this period.
The model-implied conditional expected return values are driven by the parameters $b_1$ and $b_2$. The negative estimate for $b_1$ implies that increases in productivity have high returns associated with them. As the productivity process mean reverts, productivity changes are expected to be positive when current productivity is low, leading to higher expected returns in these periods. A lower value for $b_1$ dampens the valuation variation associated with productivity changes, and therefore dampens the observed time variation in expected returns. Further, $b_2$ changes average expected returns across current states. Holding $b_1$ fixed, the positive estimate for $b_2$ implies that expected returns are higher in high productivity states, which mitigates the variation in conditional expected returns implied by the estimate for $b_1$.

Fig. 3 examines the sensitivity of the reported time-variation in expected returns to changes in $b_1$ and $b_2$. The baseline parameter values are taken from the estimates reported in Table 2 that are used to construct Panel A of Fig. 2. Panel A plots the conditional expected return from the estimates reported in Table 2 except for $b_1 = -0.82$, which equals half the point estimate. Panel B plots the conditional expected return from the estimates reported in Table 2 except for $b_2 = 0.12$, also half the point estimate. The shaded areas correspond to NBER recession periods.

The model-implied conditional expected return values are driven by the parameters $b_1$ and $b_2$. The negative estimate for $b_1$ implies that increases in productivity have high returns associated with them. As the productivity process mean reverts, productivity changes are expected to be positive when current productivity is low, leading to higher expected returns in these periods. A lower value for $b_1$ dampens the valuation variation associated with productivity changes, and therefore dampens the observed time variation in expected returns. Further, $b_2$ changes average expected returns across current states. Holding $b_1$ fixed, the positive estimate for $b_2$ implies that expected returns are higher in high productivity states, which mitigates the variation in conditional expected returns implied by the estimate for $b_1$.

Fig. 3 examines the sensitivity of the reported time-variation in expected returns to changes in $b_1$ and $b_2$. The baseline parameter values are taken from the estimates reported in Table 2 that are used to construct Panel A of Fig. 2. Panel A plots the time-variation in expected returns obtained using the baseline estimates except with $b_1$ equal to half of its estimated value. This change substantially lowers the model-implied time-variation in expected returns, as the lower absolute value for $b_1$ implies that changes in productivity are associated with much smaller changes in returns. Panel B of Fig. 3 plots the corresponding time-variation in expected returns obtained using the baseline estimates with $b_2$ equal to half of its estimated value. This change reduces the dampening effect of $b_2$, thereby increasing the time-variation in expected returns a bit.

6. Conclusion

This study estimates the expected real return to equity using a production-based asset pricing approach. The intuition underlying the approach is that the expected return provides a mapping from data on earnings, dividends and investment onto the valuation of firms. Given data on these variables and a dynamic optimizing model for their evolution over time, one can estimate the expected return to equity that generates the best fit for the model.

Using this approach, I obtain estimates for the expected real return to equity of about 4.9%. These results are lower than mean historical returns to equity, indicating that investors expect future returns to equity to be lower than past returns. This
finding is consistent with other studies in the literature. In addition, the results also indicate a further drop in average expected returns over time.

One interesting question that this study cannot answer is whether the decline in expected returns reflects a permanent change or a temporary regime shift. It is quite possible that, in light of the recent financial crisis, expected returns to equity have increased again as investors revise upward their views on the riskiness of equities. That said, some commentators have suggested that stock returns may remain low for a long period following the financial crisis. The method in this study cannot evaluate this question without data on a sufficient sample period following the crisis.
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Appendix A

A.1. Labor demand and firm profits

Substitute the demand function for the firm’s products (1), after normalizing $P_t = 1$, into its profit function (3) to obtain

$$ \pi_{jt} = \max_{l_t} y_{jt}^1 - w_t l_{jt}. $$

(A.1)

The first order conditions with respect to $l_{jt}$ imply that

$$ w_t = (1 - \nu) y_{jt}^1 Y_t \frac{\partial y_{jt}}{\partial l_t}. $$

From (2), the derivative of output with respect to labor equals

$$ \frac{\partial y_{jt}}{\partial l_t} = (1 - \alpha) \frac{y_{jt}}{l_t}. $$

Substituting the above two expressions, one can rewrite the first order condition for labor and the implied profits of the firm, respectively, as:

$$ w_t l_{jt} = (1 - \alpha)(1 - \nu) y_{jt}^1 Y_t, $$

(A.2)

and

$$ \pi_{jt} = \frac{(1 - (1 - \nu))(1 - \alpha)}{1 - \alpha(1 - \nu)} w_t l_{jt}. $$

(A.3)

Substituting the expression for output (2) into (A.2) and rearranging terms, one can write the optimal labor choice as

$$ l_{jt} = \left( \frac{(1 - \alpha)(1 - \nu) X_t}{W_t} \right)^{\nu} y_{jt}^{1 - \nu} \frac{1}{1 - (1 - \alpha)(1 - \nu)}. $$

(A.4)

Substituting the above expression into (A.3) one can write the profits of the firm as

$$ \pi_{jt} = a w_t^{1 - \nu} \left( \frac{X_t}{W_t} \right)^{\nu} k_j^{1 - \nu} \left( 1 - (1 - \alpha)(1 - \nu) \right) \left( 1 - (1 - \alpha)(1 - \nu) k_j^{1 - \nu} X_t^{1 - \nu} \right)^{1 - (1 - \alpha)(1 - \nu)} \left( 1 - (1 - \alpha)(1 - \nu) k_j^{1 - \nu} X_t^{1 - \nu} \right)^{1 - (1 - \alpha)(1 - \nu)}.$$

Note that along a balanced growth path, the ratios of aggregate technology to real wages and aggregate output to technology are constants. Thus, one can gather the constants into a single term $a$, and rewrite the above profit function as

$$ \pi_{jt} = a w_t^{1 - \nu} k_j^{1 - \nu} X_t^{1 - \nu} (1 - (1 - \alpha)(1 - \nu)) \left( 1 - (1 - \alpha)(1 - \nu) k_j^{1 - \nu} X_t^{1 - \nu} \right)^{1 - (1 - \alpha)(1 - \nu)}, $$

(A.5)

where the power coefficients on $X_t$ and $k_j$ sum to 1.

A.2. Data appendix

This appendix details the firm-level data used in the construction of the aggregate nonfinancial firm. It also provides the respective Compustat Fundamentals Annual data set variable names in parenthesis.

Assets—Total assets (AT)
Liabilities—Total liabilities (LT) plus preferred equity capital (PSTK)
Shareholders equity—Common and preferred equity capital (SEQ) minus preferred equity capital (PSTK)
Earnings—Income before extraordinary items available for common shareholders (IBCOM)
Investment—Funds used for property, plant and equipment, excluding acquisitions (CAPX)
Market value—Number of common shares outstanding (CSHO) times share price at the close of the fiscal year (PRCC_F)
Interest expenses—Interest expenses and financing charges on debt (XINT)
Corporate taxes—All income taxes imposed by federal, state and foreign governments (TXT)
Depreciation—Depreciation and amortization (DP)
Fixed costs—Selling, general and administrative expense (XSGA).

A.3. Numerical solution

The simulations require a numerical solution of the value function for the aggregate firm. The capital grid has 150 points and the productivity grid has 10 points. The capital grid is centered around an approximation of the median size of the firm given the parameters. Let $\beta$ denote the risk-free rate implied by the pricing kernel. The approximate value of the steady state capital stock ($\hat{k}$) is given by the following:

$$
\hat{k} = \left( \frac{\mu}{\usr} \right)^{1/(1-\delta)},
$$

$$
\mu_s = \exp(0.5\sigma^2/(1-\rho^2)),
$$

$$
\usr = 1/\beta - 1 + \delta - \rho + \lambda(\delta + \gamma)(1/\beta - 1 + \delta - 0.5(\delta + \gamma)),
$$

where $\mu_s$ and $\usr$ denote the mean productivity level and the steady state Jorgensonian user cost of capital, respectively.\textsuperscript{21} A check reveals that the steady state firm size obtained from the simulations lies very close to this approximation. The profit grid is formed using the quadrature method of Tauchen and Hussey (1991).

The simulated sample is generated using the value and policy functions for the aggregate firm. The law of motion for productivity is generated directly using the transition equations (10). The simulation is run for 20,000 years, with the initial 10,000 discarded as a burn-in sample. The value of the quadratic form of the distance between the data moments and the simulated moments is computed for each simulation. The program searches for the parameters that minimize this distance using the simulated annealing algorithm. Each estimation involved evaluating more than 100,000 candidate parameter sets and took a day or two of computing time.
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